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Abstract: A November 2021 article in the journal Chance on a misuse of statistics by hydrogeologists in their modeling of 

water levels below ground raises the question of whether climatologists might be committing the same statistical errors in their 

modeling of global warming above ground. In seeking to answer that question, the research reported in this article finds the 

answer to be, yes, both research communities corrupt data by altering values of independent variables to reduce error variation 

or to achieve particular model results. That data alteration not only creates an impermissible negative correlation between 

estimates and errors but also creates model estimates that exaggerate trends in the observations. The exaggerated trends occur 

regardless of the nature or the intent of the data alteration. For that reason, use of trends in model estimates resulting from data 

alteration as a guide to future research or as a basis for conclusions may lead researchers astray. This article suggests an 

alternative research strategy consisting of random sampling of observation zones which, by limiting a study to thousands rather 

than millions of zones, could enable researchers to obtain sufficiently accurate input data to make the alteration of data 

unnecessary. Use of this procedure could also help avoid exaggerated and misleading predictions from models. 
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1. Introduction 

Does tuning a model in climatology have the same 

meaning as calibrating a model in hydrogeology? That is an 

interesting question because in a November 2021 Chance 

article that took a forensic look at the misuse of statistics in 

hydrogeology the villain turned out to be model calibration 

[14]. To find the answer, a good place for someone who is 

not a climatologist to begin is the recent book Unsettled: 

What Climate Science Tells Us, What It Doesn't, and Why It 

Matters by physicist Steven E. Koonin [7], with particular 

attention to Chapter 4 on modeling. The short answer there 

is, yes, the two have the same meaning. This article is about 

the rest of the story. 

Except for books like Koonin’s (e.g., [8, 13]), much of the 

literature cited here dates prior to 2020. The reason is that, 

unlike weather (which changes from day to day), climate 

varies over decades, and the world’s climatology community 

has organized its research on climate change accordingly, 

beginning with the First Assessment Report of the 

Intergovernmental Panel on Climate Change (AR1) in 1990. 

The most recent complete report, AR5, was issued in 2014, 

with most of the literature cited here centering on that date. 

To say that the study of global temperature is a hot topic 

would be a gross understatement. Like Koonin’s, a number of 

the books published recently on climate change are critiques 

of AR5 and its predecessors. Differing from these books, in 

which tuning is considered (if at all) as only one of a number 

of concerns, this article focuses on tuning, identifies specific 

and consequential statistical problems with the practice, and 

suggests a statistical alternative that could avoid those 

problems. The presentation will being with a description of 

the modeling used in both fields, 

In each zone of a layered checkerboard of zones, which in 

climatology covers the whole earth upward in the atmosphere 

and downward in the oceans, the models involved break 

down an observed measurement—of water level in 

hydrogeology and temperature in climatology—into estimate 

and error components. In that breakdown, the estimate is a 

weighted sum of values of independent variables, like well-

pumping rate in hydrogeology and number of parts per 

million of airborne carbon dioxide (CO2) molecules in 
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climatology. Like the observed measurements, values of the 

independent variables can vary over time and from zone to 

zone while the weights remain constant over time and all 

zones. In model development, based on the observed 

measurement and the independent-variable values in every 

zone, the weights are determined to minimize the error 

variation while keeping the average error and the correlation 

between estimates and errors equal to zero. 

Often, to reduce the error variation even further, 

hydrogeologists calibrate and climatologists tune their 

models by adjusting unreliably-determined values of 

independent variables. 

2. Calibration in Hydrogeology 

As shown in the Chance article [14], this process can 

create a negative correlation between estimates and errors 

because movement of the error component of a measurement 

toward zero moves its estimate component equally in the 

opposite direction to avoid changing the observed 

measurement, which is the sum of its error and estimate 

components. As Figure 1 shows, that is in fact what 

happened in a project involving the modeling of water levels 

by hydrogeologists. The question now is whether the same 

thing has occurred in the modeling of temperatures by 

climatologists. 

 

Figure 1. Calibrated model estimates (white line) of observed water levels (black line) with errors (filled circle) and corresponding trendlines over time. 

Exploration of the answer to that question can benefit from 

a corresponding exploration of Figure 1, which shows that 

errors go up (from negative to positive) as water levels go 

down over time. Because errors, by definition, should not be 

predictable, the non-zero correlation between errors and 

water levels was so troubling that the project abandoned the 

use of the model to estimate water levels. The hydrogeologist 

making that decision based it on the belief that the observed 

change in water level over time was too fast for the model to 

catch up. If that were true, the model would be 

overestimating water levels when, as shown in Figure 1, it is 

underestimating them: The bottom trendline (estimates) is 

lower than the middle trend line (observations). So, what is 

the real problem? 

Though based on virtually the same data, Figure 1 is not 

the figure shown in the report of the project. The figure in the 

report shows the errors trending downward rather than 

upward. That is because the hydrogeologist who created the 

figure in the report determined errors by subtracting 

observations from estimates rather than vice versa, which is 

the correct way to do it and which is the way the errors 

shown in Figure 1 were determined. That mistake was not 

trivial. It prevented the hydrogeologist from discerning the 

actual cause of the non-zero correlation between errors and 

declining water levels over time. 

A sufficient cause for the rise of errors with the decline of 

water levels is that when water levels go down, estimates 

follow them down, as shown by the bottom two trendlines in 

Figure 1. Meanwhile, as shown by the top trendline there, 

errors—being negatively correlated with estimates, as a result 

of calibration—go up. The cause, at least the demonstrated 

cause, of the worrisome non-zero correlation is not the 

model; the cause, at least the sufficient cause, is the 

calibration of the model. The hydrogeologist, not the model, 

is the real problem... 

3. Tuning in Climatology 

Can the same be said about at least some climatologists in 

their modeling of world temperature over time? Figure 2, 

which is a copy of the figure on page 91 in Unsettled [7], 

shows rising observed and estimated mean-global-surface-

temperature “anomalies” over time for 26 different models, 

where the anomalies are departures from the mean global 

surface temperature between 1880 and 1910. (Koonin in 

Unsettled cites the original source of Figure 2, [11], which is 
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the source of the copy shown here.) Each plotted point is an 

eleven-year average. The four dark black lines represent 

separate sets of observations, and the 26 light black lines 

represent the 26 model estimates, which more or less follow 

the observations. Among other things, the models generally 

vary in their tuning practices. 

The apparent grey swath weaving around the dark lines 

and encompassing the bulk of the model estimates represents 

them as a group, whereas the substantial variation of the 

model estimates provides some credence for Koonin’s choice 

of the title for his book, Unsettled. 

 

Figure 2. Tuned model estimates (26 grey lines) of observed temperatures (4 

black lines) with the apparent grey swath showing the trend of the bulk of the 

estimates over time. 

4. Global Warming 

From about 1970, both the observations and the estimates 

in Figure 2 show a rather steep rise in mean global surface 

temperature, now popularly identified as “global warming.” 

As the use of tuning might predict, the rise is steeper for the 

estimates than for the observations: Just as calibration 

resulted in underestimation of falling water levels, so here 

tuning results in overestimation of rising temperatures. How 

much is that overestimation? Koonin toward the end of 

Chapter 4 in [7] provides information that may suggest an 

answer to that question. In a so-called “budget analysis,” he 

compared the mean global temperature rise over the past 140 

years with total human and natural forcings (measured in 

Watts per square meter) that occurred during the same period 

and, after some correction of the data, showed that model 

tuning may have led to overestimating the effect of human 

influences on global warming by a factor as high as two. 

5. Sensitivities 

Terminology varies among statisticians and users of 

statistics in different fields. That variation can obscure the 

occurrence of mistakes in the use of statistics by non-

statisticians. Terms used for the weights in estimates 

consisting of weighted sums provide an apt example. Some 

simply refer to the weights as constants. Statisticians call 

them parameters, and that could lead a statistician to 

misinterpret the term “parameter adjustment” when used by 

hydrogeologists and climatologists. The statistician might 

think that term meant the development of a new model, with 

new weights, to reduce error variation. The reason for that 

misinterpretation is that hydrogeologists and climatologists 

understand the word “parameter” to mean not a weight but 

the value of the independent variable to which the weight 

applies. By “parameter adjustment,” they mean adjustment of 

variables, not constants—in other words, the adjustment of 

data. So, what terms do hydrogeologists and climatologists 

use to identify a model’s weights? Interestingly, they both use 

the same term: “sensitivities.” 

The sensitivity that is of particular interest in the study of 

global warming is the weight that applies to the concentration 

of CO2 in the atmosphere. The modelers producing the 

estimates shown in Figure 2 generally agree that the 

“equilibrium” value (Equilibrium Model Sensitivity, or EMS) 

of that sensitivity should be equal to about 3.0 degrees 

Centigrade (C). That means that doubling the concentration 

of CO2 in the atmosphere from its value prior to the use of 

fossil fuels would increase the mean global temperature by 

about 3.0°C, provided no other influences, which 

climatologists call “forcings,” were affecting it. As noted 

earlier, reflecting the different slopes of the curves for the 

estimated and observed surface temperatures in Figure 2, that 

number might be too high, perhaps by a factor of two. 

In support of this possibility, the actual sensitivity for CO2 

concentration in climatology models (Transient Climate 

Response, or TCR) over the years has tended to hover around 

1.5°C, half the 3.0°C EMS (e.g., Nijsse et al. [11] and 

Koonin [7]). Climatologists generally believe that the EMS is 

the correct long-term value for that sensitivity because 

transient conditions in zones might tend to lower the 

steepness of observation curves. Typical among those 

conditions are changing cloud formations, decreasing aerosol 

emissions, and melting icebergs. Perhaps even more to 

improve the fit of their models to data, climatologists use 

tuning to help guide their development of models having 

TSR values which are increasingly close to the EMS. Nijsse 

et al. [11] provides examples of that practice. 

6. Uneasiness of Climatologists with 

Tuning 

Although almost all the models cited in the 113 pages of 

the Fiato & Marotzke et al. [3] chapter in the Fifth 

Assessment Report of the Intergovernmental Panel on 

Climate Change (AR5) employ tuning, the word “tuning” 

appears there only 14 times. That number includes once in 

the table of contents and once in the reference list. Of the 

chapter’s 1,423 references, only one [9] contains the word 

“tuning” in its title! Contrast that with the number of 

appearances in that chapter of the word “cloud” or “clouds” 

(165), “aerosol” (120), “ice” (333), and “ocean” or “oceans” 

(638). Although AR6 is not yet complete, neither the word 

“model” or “models” nor the word “tuning” appears in the 

title of any of the report’s 12 listed chapters. 
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Interpreting such information to be indicative of a 

deliberate lack of transparency, the 15 authors of Hourdin et 

al. [5] ascribe it to an uneasiness within the climatology 

community over its use of tuning, especially since 22 of the 

23 modeling centers contacted in a survey reported in the 

article said their models had used tuning, and all responded 

that they believed tuning to be important in model 

development. Climatologists evidently have two minds about 

tuning. 

According to Hourdin et al. [5], its title being “The Art and 

Science of Climate Model Tuning,” the practice of tuning is 

partly subjective and partly objective. Uneasy about the 

subjective part, the article’s authors cite as authoritative 

support for the use of tuning an article by the highly-

respected statistician R. A. Fisher [4] identifying “parameter 

estimation” as one of three steps comprising the process of 

model development. As noted earlier, to those authors, but 

not to Fisher, parameter estimation meant the partially 

subjective process of estimating an independent variable. To 

Fisher, it meant an entirely objective process of estimating 

the weights in a weighted sum of independent variables, 

commonly to minimize error variation. So, the citation of 

Fisher was hardly authoritative support for the subjective part 

of tuning. To the extent that subjectivity plays a part in it, 

climatologists have every reason to be uneasy about tuning. 

Subjectivity-objectivity, however, is not the correct scale 

to use in evaluating the practice of tuning. As the next section 

will show, the correct scale to use is the right-wrong one, and 

on this scale, regardless of the extent of subjectivity or 

objectivity involved in the practice, tuning is simply wrong. 

“Parameters” as the term is used by both hydrogeologists and 

climatologists are data, and Fisher in [4] was not endorsing 

the adjustment of data. 

Whether tuning or calibration, the adjustment of the value 

of any independent variable during model development, 

regardless of whether it is an increase or a decrease, will 

produce trends in estimates that are steeper than the trends in 

their corresponding observations. Interpretation of those 

exaggerated trends as forecasts of the future or as corrections 

of data have no more validity than the reading of tea leaves.  

 Simply the alteration of an independent variable’s value 

itself, however, does not constitute tuning or calibration. An 

alteration made to use a model to estimate a future event 

when the value of the independent variable may differ from 

its current value is prediction, not tuning or calibration. The 

difference is that in tuning and calibration the observations 

being estimated remain unchanged throughout the process 

whereas in prediction those observations are free to vary. 

Hydrogeologists and climatologists have a notable 

difference in their evaluation of the results of “parameter” 

adjustment. Whereas the hydrogeologists cited in Weitzman 

[14] blamed their calibrated models for being too slow to 

catch up with the data, climatologists have tended to blame 

the data for being too slow to catch up with their tuned 

models. Neither the models nor the data are to blame, 

however. The blame belongs entirely to the practice of 

“parameter” adjustment itself. 

7. What Is Wrong with Tuning 

By exaggerating upward or downward tendencies of 

observations over time, tuning corrupts data. When it is done 

to improve the appearance of a model or to help produce 

desired model predictions, it descends to the level of cheating. 

It is like using a cheat sheet to answer questions you would 

otherwise get wrong on a test. On the binary scale of right and 

wrong, regardless if the motivation, it is simply wrong. 

Why? Every useful independent variable in a model 

uniquely increases the predictable portion of each observed 

measurement the model has been developed to estimate while 

simultaneously reducing the measurement’s unpredictable 

portion, in other words, its error. So, error, by definition, is 

unpredictable. By creating a negative correlation between 

model estimates and errors, however, tuning, like calibration, 

makes errors predictable. That, as noted by Weitzman [14], is 

an oxymoron, which should be anathema to every member of 

any research community. 

A mindset that allows tuning to help a model achieve a 

desired purpose can allow not only its extreme use but also the 

use of other forms of such motivated data manipulation. In 

Chapter 4 of Unsettled [7], Koonin cites a glaring example. 

Global warming being a United Nations concern, the models 

described in Figure 2 come from countries all over the world. 

To correct for a prediction of over twice as much global 

warming as was actually observed, some highly-regarded 

German climatologists [10] tuned one of their independent 

variables by a factor of ten from its initial value in their model-

improvement process. Not to be outdone, a hydrogeologist 

cited in Weitzman [14] adjusted an independent-variable value 

without supporting data to be seven orders of magnitude lower 

than its initial value in zones crossed by a river to show that no 

aquifer beneath the river could possibly get any water from it. 

For the purpose of achieving a sensitivity of 3.0°C for CO2 

concentration, a modeler could avoid tuning altogether simply 

by fixing the sensitivity for CO2 concentration at 3.0°C while 

allowing data to determine the sensitivities for the other 

independent variables in model development. Such blatant 

fudging of results should sound an alarm in every research 

community, not only climatology, to avoid the practice of data 

manipulation by any means to help achieve a desired purpose. 

8. Yet More to the Story 

In addition to the steep rise in mean global surface 

temperature from about 1970 onward, Figure 2 also shows an 

equally steep rise earlier, between about 1900 and 1940, prior 

to the steep rise in the use of fossil fuels. As shown by the grey 

swath in the figure, however, the model estimates rise about 

twice as steeply for the later than for the earlier period, a 

difference noted with concern by Koonin (in [7]). Koonin 

feared that the models were not sensitive enough to natural 

conditions, like a burst of unrecorded volcanic activity beneath 

the sea (author’s, not Koonin’s, example), causing the earlier 

rise that might also, possibly together with CO2, be the cause 

of the later rise. Tuning might also help explain the difference. 
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Prior to tuning, the model estimates tracked the observations 

with mostly randomly-occurring under- and overestimations. 

That tendency applied to both the earlier and the later periods 

of steep observation rise, but only during the later period did 

the measured concentration of CO2 rise precipitously. So, prior 

to tuning, the models could better, likely much better, account 

for the rise in that later period than for the rise in the earlier 

period. By exaggerating both rises, tuning improved the 

performance appearance of the models during the earlier 

period while having the opposite effect during the later period 

of steep observation rise. 

9. What to Do Now 

The United Nations' studies of global warming have 

employed enormous resources involving the use of many 

computers working in concert for months to analyze data from 

all the defined zones above the surface of the land and below 

the surface of the oceans throughout the world. Because of the 

enormity of the undertaking, much of the data collected is 

either unreliable or just an expert guess, a condition that invites 

and may, in some minds, even justify tuning. Some 

hydrogeologists who are aware of the problems resulting from 

their calibration of a model have in each instance resolved 

them by developing a new model based on the adjusted data in 

the calibrated one. Climatologists have done likewise, now in 

their sixth iteration (AR6), with increasingly unsatisfactory 

results motivating more rather than less tuning and showing 

increased divergence among modelers from iteration to 

iteration, duly noted by Koonin in Unsettled [7]. 

Perhaps in an excess of hutzpah, a statistician who is not a 

climatologist might offer the following possible solution to 

the tuning problem in climatology: Analyze the data obtained 

from a random sample of zones that is large enough to yield 

results having an acceptable margin of error and small 

enough for researchers to collect reliable data from all the 

zones in the sample. As observed by Hourdin et al. [5], a 

number of climatologists have already led the way, some via 

classical statistical methods (Bellprat et al. [1], Yang et al. 

[17], Zou et al. [19], and Zhang et al. [18]) and some via 

Bayesian ones (Rougier [12], Jackson et al. [6], Edwards et 

al. [2], and Williamson et al. [16]). Rather than being an 

exception, random sampling should become the norm. The 

number of zones needed to do that would be in the low 

thousands rather than the millions now under study. 

Of the two statistical methods, the Bayesian one should 

require smaller samples. The difference could be 

considerable. In the field of survey methodology, Weitzman 

[15] provides this example: To achieve a .03 margin of error 

in a two-choice case, a survey which requires a sample of 

1.067 using classical methods would require a sample of only 

522 using Bayesian methods. What a .03 margin of error 

might mean in a sampling study of climate change is that the 

sample estimate of mean global surface temperature should 

differ from the population (all zones sampled from) mean 

global surface temperature by no more than .03 with odds of 

20 to 1. Use of a Bayesian method could achieve error 

margins of .02 or even less with tractable sample sizes. 

10. Conclusion 

The planet is going through an interglacial period of global 

warming. Carbon dioxide fills little holes in the blanket of 

water vapor in the sky that helps keep the earth warm. 

Human activity that varies the production of CO2 can 

somewhat affect the rate but cannot stop the occurrence of 

global warming. Despite what the cock might believe, the 

sun will continue to rise even if he stops crowing before 

daybreak. Guided by research in climatology, with due 

respect for Mother Nature, human beings in this century 

should plan for steadily rising seas resulting from melting 

glaciers and icebergs—along with other daunting 

challenges—created by increasingly warm nights. The name 

of the effort could be Project Noah. It has happened before. 
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